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Abstract 
Privacy researchers and designers must take into 
consideration the unique needs and challenges of 
vulnerable populations. Normative and privileged lenses 
can impair conceptualizations of identities and privacy 
needs, as well as reinforce or exacerbate power 
structures and struggles—and how they are formalized 
within privacy research methods, theories, designs, and 
analytical tools. The aim of this one-day workshop is to 
facilitate discourse around alternative ways of thinking 
about privacy and power, as well as ways for 
researching and designing technologies that not only 
respect the privacy needs of vulnerable populations but 
attempt to empower them. We will work towards 
developing best practices to help academics and 
industry folks, technologists, researchers, policy 
makers, and designers do a better job of serving the 
privacy needs of vulnerable users of technology. 
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Introduction 
Vulnerable populations include, but are not limited to, 
survivors of domestic abuse [9], those living in poverty 
or within child welfare systems [3, 27], immigrants 
[11], those with HIV [29], LGBTQ [25], as well as the 
very young [31] and very old [13]. Populations we 
might define as vulnerable—those whose race, class, 
gender or sexual identity, and other intersectional 
characteristics or circumstances put them at particular 
risk in the society at large—are also made more 
susceptible to online privacy violations. Often, the 
privacy risks of vulnerable populations are not fully 
considered in the design of systems because those 
risks and potential harms are not fully understood (nor 
necessarily prioritized) by those responsible for research 
and design. 

In our one-day workshop, we invite network privacy 
researchers, social justice researchers, and practitioners 
to work together to consider how vulnerable identities 
are disempowered and to interrogate the ways in which 
identities and power shape experiences of privacy. Our 
workshop aims to:  

• Identify issues and challenges around “privacy and 
power” for vulnerable populations as it relates to 
both research and design practices.  

• Consider the power dynamics that impact vulnerable 
privacy and how the addition of other methods and 
theories (e.g., intersectionality, queer-Marxism) 
helps to further tackle issues of power.  

Privacy through the Lens of Intersectionality 
At CHI 2018, our research community came together to 
acknowledge the importance of individual differences in 
privacy [30]. Our intention is to extend this discussion 
of privacy through the lens of intersectionality, 
specifically with its focus on structures of inequality and 
power. Despite the turn towards more intersectional 
Human-Computer Interaction (HCI) [8, 15, 22, 26, 28, 

32], studies in our field (and more broadly in industry) 
tend to focus on a single attribute of struggle (rather 
than multiple identities) and (by implication) fail to see 
the power dynamics that coincide with their experience 
[24, 26]. For instance, it is not simply enough to 
consider race or color in a vacuum, rather we must also 
consider other identities, the power structures that 
shape individuals’ subjectivity—how they believe others 
to see and think about them and therefore what privacy 
protections they are entitled to—and circumstances in 
ways that result in more harm. We want to bring this 
intersectionality lens to the networked privacy 
community to better understand and account for the 
unique privacy challenges of vulnerable populations. 

Over the last half century, privacy research has evolved 
from leveraging individual-based theories (like Altman’s 
boundary regulation [2]), to norm-based theories (like 
Nissenbaum’s contextual integrity [19] or Petronio’s 
communication privacy management Theory (CPM) 
[21]), to identity-based theories, like intersectionality 
[4, 5] that consider structures of inequality in 
relationship to compounding identities.  

Identity-based theories and frameworks are useful for 
studying and designing for privacy with vulnerable 
populations because they are more attuned to the 
structural inequalities (i.e., power) that make some 
individuals more susceptible to privacy violations. They 
also help explain why violations of privacy may be more 
dire for vulnerable individuals.  

Crenshaw argues that policies that assume a certain 
narrative about newcomers effectively ignore other 
dimensions of experience (structural discrimination in 
our laws, poverty, conditions of immigration, etc.) and 
systematically exclude people from entering [5]. 
Updated for the current privacy landscape, we can say 
that management of identity knowledge is always 

Some Problems and 
Questions for the CHI 
Community 

• What identity research, 
design, and policies are 
necessary for vulnerable 
identities to thrive?  

• How can research be 
structured to consider the 
ways in which privacy 
questions are shaped a 
priori by power structures?  

• How can practice and 
design be developed/ 
rendered or evaluated (pre 
or post hoc) to understand 
how it perpetuates 
structures of power that 
are unfair to vulnerable 
identities? 

• Are there ways that 
identities intersect to 
create added and more 
complex burdens? What are 
the burdens and risks? How 
can they be addressed? 
 

 



 

limited by the scope of policy and tools that system 
designers make available and the social norms 
governing the situation. Intersectional identities create 
privacy challenges for individuals when, for instance, 
you are a poor, black mother, or a family in need of 
government assistance, with the obligation to disclose 
inappropriate information (e.g., about your sexual 
history) to secure benefits [7]. Surveillance of 
individuals disproportionately harms vulnerable and low-
income (intersectional) populations just for taking part 
in society. For low-income communities, surveillance 
can lead to avoidance of financial and social institutions 
for whom the risks of privacy breaches are greater 
because they lack secure technologies and resources for 
combating privacy violations like identity theft [17]. 

In summary, there are great challenges we face 
adapting general concepts of privacy in the face of 
rapidly changing networked information technologies.  
Moreover, vulnerable populations experience privacy 
risks even more keenly because their status creates 
additional vulnerabilities whose implications may extend 
to all aspects of their lives including their personal 
liberty. It is therefore imperative that the SIGCHI 
community consider how intersectionality and power 
play a key role in privacy research and design. 

Workshop Themes 
The first theme of our workshop focuses on defining 
“privacy and power” (or the lack thereof) and identifying 
broad challenges within related research and design 
practices. How can researchers and designers reconcile 
power within privacy research, design, and practice? 
Our second theme explores the power dynamics that 
impact vulnerable privacy and how the addition of other 
methods and theories helps to further tackle issues of 
power (e.g., intersectionality, politics and identity and 
political economies [6]).  

Theme 1: Identifying the challenges around privacy and 
power for vulnerable populations 
Often vulnerable experiences coincide with conditions 
brought on by structural inequalities and social norms 
(of discrimination and that are permissive of it). These 
scenarios may be challenging for designers and 
technologists to understand and grapple with—precisely 
because of the normative lens they have. But if 
designers and technologists can’t examine how power is 
rendered in existing designs, can’t imagine vulnerable 
users, and don’t seek them out during all phases of 
research and design, then vulnerable identities will be 
left out of privacy design and policy. For example, in the 
area of online safety for teens, there are power 
imbalances between teens and parents concerning 
privacy, safety, and autonomy. Current technologies 
designed for keeping teens safe online focus on parental 
control, rather than teen self-regulation. Researchers 
are attempting to move towards more teen-centered 
solutions that are more respectful of their privacy and 
empower teens to protect themselves online [3, 31]. 
However, researchers and designers are not just 
thinking in terms of vulnerable identities to shape (or at 
very least, inform) research and decision-making, they 
are also moving to incorporate youth into their research 
and design practices and thinking, and specifically with 
consideration for power dynamics and structures. 
Similarly, Marwick et al. use participant researchers in 
their study of privacy for low socioeconomic young 
adults [18]. We pose some key questions around 
privacy and power that consider how researchers and 
designs might integrate vulnerable identities into their 
research and design practices (see side bar). 

Theme 2: Identifying Theories, Research Methods, and 
Design Practices to Tackle the Challenges around 
Privacy and Power for Vulnerable Populations 
For our second theme, we believe privacy researchers 
and designers can leverage methods and theories to 

Some Problems and 
Questions for the CHI 
Community, continued 

• How do current designs 
consider vulnerable 
identities, if at all?  

• What are some vulnerable 
users who might be 
harmed or hampered by 
the designs—e.g., 
intersections of gender, 
race or color, sexual 
identity, age (young and 
old) and domestic abuse 
survivors all of whom 
represent unique 
challenges for privacy 
researchers and designers?  

• What are some unintended 
consequences of existing 
designs or technologies for 
vulnerable populations? 
How can we mitigate these 
harms? What can we learn 
from these cases? 

 



 

enhance the intersectional theories’ interrogation of 
power. Therefore, we pose the following question: What 
theories, methods, and design practices should we 
leverage for intersectional privacy research and design? 

THEORIES  
Existing privacy research frameworks, including 
individual (e.g., boundary regulation [2]), norm-based 
(e.g., contextual integrity [19]), and privacy/digital 
literacy (e.g., [12, 20]) theories, often do not provide 
mechanisms for considering vulnerabilities (e.g., class- 
or race-based struggles) and, instead, should be 
intersectional in their approach (i.e., consider those 
identities in multiplicity and in relation to power). 
Therefore, we plan to introduce privacy researchers to 
intersectional and queer-Marxist theory, and to 
encourage researchers and designers to consider the 
themes outlined by anarchic HCI [14]. Queer-Marxist 
theory invokes material struggles and is thus relevant 
for vulnerable communities who are made more 
vulnerable because of economic circumstances [16]. 
Moreover, alongside intersectionality, queer-Marxist 
theory offers a critical lens through which to examine 
identity and class as not in opposition to norms so much 
as how they operate.  

EMPIRICAL METHODS 
Researchers and designers have begun to focus on 
sampling and privileging the voices of intersectional 
identities in all design—from requirements gathering, to 
ideation, to implementation and testing, and ultimately 
policy-making. Scholars should also consider ways to 
interrogate the very systems they study with methods 
like critical discourse analysis (CDA). CDA is a useful 
lens through which to look at language relative to social, 
political, and cultural formations [23] and we are 
encouraged by scholars who are trying to update this 
practice to interrogate design as discourse.  

DESIGN PRACTICES 
Designing for vulnerable users’ privacy not only involves 
understanding individual perceptions of risk, but also 
the power structures that perpetuate these conditions in 
the first place. This requires that we radically rethink 
representation on social media as well as forms of 
participation that support different kinds of privacy. For 
example, intimate partner violence (IPV) defies typical 
threat models because abusers often have access to 
victims’ phones and can carry out injurious, albeit 
unsophisticated attacks by directly accessing their 
devices and information, rather than through installing 
malicious software [10]. The challenges for IPV victims 
are a useful analog to the broader problems for privacy 
and security, which is that threats are highly individual 
and so are the specific mitigation strategies that 
individuals at risk must employ to counter them. Freed 
et al. thus argue that we should use IPV as the starting 
point for privacy design [10]. 

Workshop Goals 
Building upon past ACM CHI and CSCW networked 
privacy workshops (listed in the sidebar), our goal is to 
facilitate conversations about privacy discourse and 
practice in respect to vulnerable populations and which 
turn our focus usefully (effectively) to power. By 
bringing together privacy researchers and designers, we 
hope to encourage collaborative efforts across 
disciplines that emphasize respect for the privacy needs 
of vulnerable populations. Ultimately, it is our goal to 
deliver best practices to the broader HCI community in 
hopes of broadening their perspectives on intersectional 
privacy research and design.  

Workshop Organizers 
Nora McDonald is a Post-doctoral researcher at UMBC 
with a PhD in Information Science from Drexel 
University. Her work focuses on privacy for vulnerable 

Previous CHI/CSCW 
Workshops on Privacy 

• CHI 2011: Privacy for a 
Networked World: Bridging 
Theory and Design 
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• Privacy with Social Media 
• CSCW 2013: Measuring 
• Networked Social Privacy 
• CSCW 2015: The Future of 

Networked Privacy: 
Challenges and Opportunities 

• CHI 2016: Bridging the Gap 
Between Privacy by Design 
and Privacy in Practice 

• CSCW 2017: In Whose Best 
Interest? Exploring the Real, 
Potential, and Imagined 
Ethical Concerns in Privacy-
Focused Agenda 

• CHI 2018: Moving Beyond a 
‘One-size fits all’ Approach: 
Exploring Individual 
Differences in Privacy 

• CSCW 2018: Privacy in 
Context: Critically Engaging 
with Theory to Guide Privacy 
Research and Design 

• CSCW 2019: Ubiquitous 
Privacy: Research and Design 
for Mobile and IoT Platforms 



 

populations and, more broadly, on social justice and 
technology design.  

Karla Badillo-Urquiola is a PhD candidate and 
McKnight Doctoral Fellow in Modeling and Simulation at 
the University of Central Florida. She leverages her 
interdisciplinary background to investigate online safety 
and privacy for teens in the foster care system. 

Morgan G. Ames is an Assistant Adjunct Professor in 
the School of Information at the University of 
California, Berkeley. Her book The Charisma Machine: 
The Life, Death, and Legacy of One Laptop per Child 
(MIT Press, 2019) explores the cultural history, results, 
and legacy of the OLPC project. 

Nicola Dell is an Assistant Professor at Cornell Tech 
and the Jacobs Technion Cornell Institute. She focuses 
on designing, building, and evaluating novel computing 
systems that improve the lives of underserved 
populations in the US and around the world. 

Elizabeth Keneski directs privacy research at 
Facebook where she is focused on offline and online 
privacy experiences and user mental models. She has a 
PhD in Social Psychology from The University of Texas 
Austin. 

Manya Sleeper is a user experience researcher at 
Google focused on usable security and privacy. She has 
a PhD in Societal Computing from Carnegie Mellon 
University. 

Pamela J. Wisniewski is an Assistant Professor in the 
Department of Computer Science at the University of 
Central Florida. Her research expertise is situated at the 
juxtaposition of Social Computing and Privacy with an 
emphasis on adolescent online safety. 

Workshop Website 
The website for the workshop is networkedprivacy2020. 
wordpress.com, which will be linked from the Networked 
Privacy community’s permanent website: 
networkedprivacy.com. All information related to the 
workshop (e.g., call for participation, important dates, 
schedule) will be available on the website. Once 
participants have been selected, the website will also 
host the accepted position papers.  

Pre-Workshop Plans 
Workshop participants will be recruited from the SIGCHI 
community, previous CHI and CSCW privacy workshops, 
and the organizers’ extended research networks. To 
ensure a balanced mix of participants from HCI, design, 
social sciences, and other interdisciplinary fields, we will 
recruit participants via social media, social media groups 
(e.g., CHIMeta, CSCWMeta, CRA-WP), email list-servs, 
and appropriate community boards. These efforts will 
also be supported by the workshop’s program 
committee (see side panel). 

Workshop Structure 
The workshop will be structured to facilitate 
conversation around privacy and power. We encourage 
participants to propose case studies and thoughtful 
probes in addition to those the workshop organizers 
propose to support our discussion of themes. 

1. Welcome/Introductions: The organizers will 
present the schedule and goals of the workshop to 
the participants and facilitate brief introductions. 

2. Lightning talks: Presentation of privacy and power 
position papers accepted to the workshop. 

3. Large Group Discussion: Participants will identify 
the most pressing challenges in intersectionality 
research and design. 

4. Coffee Break 

Program Committee 

• Louise Barkuus 
• Foad Hamidi 
• Oliver Haimson 
• Roberto Hoyle 
• Jen King 
• Lorraine Kisselburgh 
• Priya Kumar 
• Airi Lampinen 
• Damon McCoy 
• Helena Mentis 
• Vivian Motti 
• Xinru Page 
• Chanda Phelan 
• Afsaneh Razi 
• Florian Schaub 
• Luke Stark 
• Yang Wang 
• Yaxing Yao 
• Michael Zimmer 
 
Workshop Panelists 

As experts in the areas of 
privacy and/or vulnerable 
populations, the workshop 
co-organizers will host a 
panel and Q & A session 
during the workshop. 

• Nora McDonald 
• Morgan Ames 
• Nicola Dell 
• Tamy Guberek 
• Manya Sleeper 
• Pamela J. Wisniewski 

(panel moderator) 



 

5. Panel Discussion: Privacy scholars and Social 
Justice Scholars will engage the audience in a 
discussion of themes around vulnerable privacy and 
power. For panel participants see sidebar. 

6. Lunch 
7. Break-out activity: Participants will breakout into 

small groups to discuss challenges, processes, etc. 
based on the themes: either issues and challenges 
around “privacy and power” for vulnerable 
populations OR how the addition of other methods 
and theories (e.g., intersectionality, queer-Marxism) 
helps to further tackle issues of power for vulnerable 
populations. 

8. Reporting Outcomes: Each small group will report 
back their ideas. As a large group, everyone will 
work together to synthesize ideas and strengthen 
the proposed guiding principles.  

9. Next Steps: The workshop will end with a large 
group discussion on opportunities for further 
collaboration between participants. We will discuss 
concrete ways to engage the HCI community in 
research that addresses power.  

The goals and planned outcomes for this workshop 
include: (1) documentation of the important challenges 
and open questions concerning the privacy of vulnerable 
populations and power in HCI; (2) documentation of 
brainstorming towards interrogating power and best 
practices; and (3) planning for engaging the HCI 
community with these issues during and after the 
conference. 

Post-Workshop Plans 
After the workshop, the organizers will report the 
outcomes on a blog post [1]. A digital copy of this 
report will later be emailed to workshop participants as 
well as uploaded to the workshop website. Additional 
outputs like articles in other publishing venues will be 
explored by the workshop organizers. 

Call for Participation 
We encourage workshop participants to submit a 
position paper that probes tensions around HCI privacy 
research and power for vulnerable identities, as well as 
how to overcome them through intersectional 
methodology and research design. Importantly, we 
encourage privacy research who have not previously 
conducted research or designed for vulnerable 
populations to attend this workshop. 

Participants will be required to submit a 2-4 page 
position paper in the SIGCHI extended abstract format. 
Submissions can be structured in multiple ways: (1) a 
discussion of a specific themes we propose or (2) a case 
study discussion of a specific experience regarding the 
study of vulnerable populations, particularly how 
authors dealt with interrogating or addressing issues of 
privacy and power. We encourage submissions that are 
honest and subversive. Note that participants need not 
have prior experience with this type of work. We invite 
and encourage submissions from researchers from 
academia, industry, non-profits, and governments 
(national, regional, local, Tribal), and welcome a wide 
range of disciplinary perspectives. 

Papers will be peer-reviewed by the program committee 
(see sidebar), and submissions will be accepted based 
on the quality of the position paper, relevance and 
engagement to the workshop themes, as well as the 
participant’s potential to meaningfully contribute to the 
workshop discussions and goals.  

Workshop papers should be emailed to 
networkedprivacy2020@gmail.com. At least one author 
of each accepted position paper must attend the 
workshop. All participants must register for both the 
workshop and for at least one day of the conference. For 
more information, visit 
networkedprivacy2020.wordpress.com.  
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